An undirected graph is a tree if and only if

a connected undirected graph with no simple 2 2 U ST @ Setlh iear am s

tree

circuits : .
of its vertices.
forest an undirected graph with no simple circuits
Procedure Prim (G: weighted connected undirected graph
with n vertices) root rooted tree(a directed graph)
T:= a minimum-weight edge
foriz=1ton-2 _ ) level height balanced
begin Prim's algorithm
e:= an edge of minimum weight incident to a vertex in A
T and not forming a simple circuit in 7 if added to 7. Parents vs. Children
T:= T with e added
end {7 is a minimum spanning tree of G} S|b|_|ngs
11.5 Minimum Spanning Trees
procedure Kruskal (G: weighted connected undirected graph The ancestors of a non-root vertex are all the
ith 4 . . :
vT" " Vet; lces)h vertices in the path from root to this vertex.
= empty grap .
Terminology for trees Ancestor vs. Descendants

for i:=1 to n-1 .
The descendants of vertex v are all the vertices

o , : :
egin Kruskal's algorithm 11.1 Introduction to Trees that have v as an ancestor.

e:= any edge in G with smallest weight that does not
form a simple circuit when added to T’
T:= T with ¢ added Root, leaf, and internal vertices

end {7 is a minimum spanning tree of G}

Subtrees
connected if and only if it has
ol h binary tree
simpte grap m-ary tree
full m-ary tree
a subgraph of G a spanning tree of G J
left child&right child
a tree containing every vertex of G ordered rooted tree
. . left subtree&right subtree
graph coloring 11.4 Spanning Trees
A tree with n vertices has n-1edges.
n-gueens problem dfs/backtracking
- . L ) ) i Cha ptel’“ treeS Tree P ‘i A full m-ary tree with i internal vertices l=(m-T)i+1
(in directed graphs)connected in both direction strongly connected problem algorithms for constructing spanning trees ree Properties contains n=mi+1 vertices. =(m-i+
bfs .
[ Corallary 1 If an m-ary tree of height / has [ leaves, then
There are at most m"h leaves in an m-ary tree h=[ log,, [ 1.
of height h. If the m-ary tree is full and balanced, then
Visit the root. h=[log,I 1.
Visit the left subtree, using preorder. preorder
Visit the right subtree, using preorder. Binary search trees
Visit the left subtree, using inorder. Decision trees
Visit the root. inorder Traversal Algorithms Algorithm 2 Huffman (;)ding.
. . o 11.2 Applications of Trees Procedure Huffman (C: symbols a;with frequencies w;, i=1, ..., n)
Visit the right subtree, using inorder. F:=forest of n rooted trees, each consisting of the single vertex a;
and assigned weight w;
Visit the left subtree, using postorder. While F is not a tree
begin
Visit the right subtree, using postorder. postorder 11.3 Tree Traversal Prefi q Replace the rooted trees T and T” of least weights from F with
retix codes w(T) 2w(T”) with a tree having a new root that has T as its left
- subtree and I as its right subtree. Label the new edge to T
Visit the root. with 0 and the new edge to T” with 1.
. + . ]
infix form Assign w(T) + w(T”) as the weight of the new tree
end
The Huff ding for th bol a; is th tenati f
evaluate from right to left prefix form (Polish notation) notation { thee lalll)ellél 311'13108 ;?lge: ;'n t]‘:esfll]]lliq?leaﬁ;sth f(:‘gl(;lntcl?ee;i:)tnzg tohe R
vertex a;}

evaluate from left to right postfix form (reverse Polish notation)



